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Towards a Human-like Comprehensive Perception



Intelligence as Efficiency
• Yielding higher value for less resources.

Efficient at learning Efficient at testing

Yudkowsky, Efficient Cross-Domain Optimization, 2008.
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Practice: Prediction on a Budget
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Experimental Results
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An Exciting Time!

Fully Supervised Learning 



Fully Supervised Learning

Isolation ~ “Idiot Savant” Task Interplay 



Task Interplay
Colorization → Object Detection

Zhang et al., Colorful Image Colorization, 2016.



Generic 3D Representation Learning 

Generic 3D Representation via Pose Estimation and Matching. 
Amir Zamir, Tilman Wekel, Pulkit Agrawal, Colin Wei, Jitendra Malik, Silvio Savarese.  
ECCV 2016. 
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Task Interplay



Task Interplay
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